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LINTRODUCTION SPMVV, Tirupati,
The usual purpose of the transformation is to Andhra Pradesh, India
change the scale of the measurements in order to make SProfessor, Department of
the analysis more valid. The main purposes of Statistics,S.V.University, Tirupati,
transformations are: Andhrapradesh,India
i.to stabilize variances;
ii.to linearize relationships; The Article Is Published On October

iii.to make the probability distributions as normal; .

iv.to simplify the handling of data with other ackward 2014 Issue & Available At

features; and www.scienceparks.in

v.to enable results to be presented in an acceptable

scale of measurement. DOI1:10.9780/23218045/1202013/4
Suitable transformations of data can frequently be 9

found that will reduce a theoretically nonlinear model to

a linear form. These transformations are said to be .

linearizable and comprise a class of functions that may ﬁ %

either occur in practice or may themselves provide

reasonable approximations to functions that occur in

practice. Linearizing may require transforming both the

independent and the dependent variables. An important

class of linearizable functions is are the power or

multiplicative models of the exponential form.

Page No- 1



Linear transformation may be useful in simplifying arithmetic computations. The
logarithmic, square root and angular transformations may be considered as the nonlinear
transformations in which equal increments on the original scale do not usually correspond

to equal increments on the new scale.

In the present study,an estimation method has been suggested to estimate the
parameters of First order Moving Average regression model with Box and Cox

transformation for dependent Variable by using Internally Studentized residuals.

Ii. Estimation Of Parameters Of Linear Regression Model With In The Box And Cox

Transformation:

Consider a linear regression model with Box and Cox transformation for dependent

variable as,
Yn(i) = xnxkﬂkxl"i_ € e (2.7)
Where,

YWis a (nx1) vector of observations on dependent Variable with the Box and Cox

transformation;
X is a (nxk) matrix of fixed observations on k independent variables;
L is a (kx1)vector of parameters;

and € is a (nx1) vector of random disturbances.

The transformed observations on dependent variable are given by

YA 1],
v =7 A =0 e (2.2)
In(Y,),if 2=0.

Assumptions about the model are given by,
(i) Rank of Xisk <n

(ii) The elements of one of columns of X are all unity and
(i) € —9 N(O,JZ).

The logarithmic likelihood function is given by
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InL(4,8,6%Y,X)= —gln(znaz)— 5 [y @ —xg]ly @ - xg]+1nJ. e (23)

Where J is the Jacobian of the transformation on the dependent variable which is given by

oY, (2)
oY,

n

ZI_IW—1 v (2.9)

i=1

For a given A, the maximum likelihood estimators for £ and o? are given by

A2)=(xIx )Xy e (2.5)

And

.. (2.6)

() Bl 1)
Substituting (2.4), (2.5), (2.6) in to (2.3) gives the concentrated log likelihood function as
InL(LY, X):—g[ln(zn)ﬂ]—gln &)+ (-0, ..27)
i=1

Estimation of A,

Step (1): An initial value for 4 may be chosen from a selected range such as (-1, 1) or

(-2, 2) or extend this range.

|
Step (2): For each chosen Value of A say A'the Yi(i)’s may be evaluated by

v :Yi(ﬂl):Yi;_l,if A#£0,i=12,.....,n L 2.8)
Iny,,if =0
Step (3): Fit the linear regression model
Yoa = XouBoat Ena e (2.9)
and find the OLS residual vector as
e, =Y - XA) e (2.10)

Define the Internally studentized residuals as
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sW=—4__ e (2.11)

A

n 2
"
Ze/l'i
2 _ =

n—k

Where = the residual mean sum of squares

=(v.. )= X(XIX _|X| such that
vy )= X (x'x)

ij
ey =(1-V)y" e (2.12)

n 2

Also obtain the Internally studentized residual sum of squares as ZSi(') .
i=1

n 2
Step (4): Plot the points (ﬂ',ZSf') J, for different /1', on a graph and join them by
i=1

means of a smoothed curve. Identify that value of A for which the lowest

A

point of the curve lies. Let it beil. This A, gives the maximum likelihood

estimator of A .

The maximum likelihood estimators for f# and o? can be obtained from (2.5) and

(2.6) as ﬁ(ﬂl) and 6_2(11) respectively.

ie Iﬁ(ji):(xlx)’|xly(%)

and

5(4 )= )l v - ol )

n

Iii. Estimation Of Parameters Of Linear Regression Model With The Disturbances In

First Order Moving Average Regression Model:

Consider the linear regression model with first order moving average disturbances

as
Y, =X|p+e,t=1,2,....,n e (3:7)

Such that €=U, —d U, t=1,2,.....n
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Where
Y: is the tth observation on the dependent variable,
Xi is a (kx1) vector containing the tth observation on k non stochastic regressors;

[ is (kx1) parametric vector;

€,is the disturbance term following a first order moving average scheme with

unknown parameter O ;

and E(ut)zo,‘v’t

2 _
E(utut+s): o1t S_O}

0, otherwise

One can write the model (3.1) in matrix notation as

Yt = ankﬂkxl_'_enxl (3'2)
With E[]=0 and Elee|=c?V .. (3.3)
Where
1462 -5 0 ... 0 0 |
-5 1+6%* -5 . .. 0 0
0 -5 1+86% . . . 0 0
V= ' ' o ' C ... (3.4)
0 0 0 ... 1482 =6
0 0 0 ... -6 1+6%

The OLS estimator of [ is given by

B=(xx)'xY ... (3.5)
This is unbiased with Covariance matrix.
e[z g5 ] = o2 (x'x ) xVx (XX ) ... (3.6)
The Generalized least squares estimator for f can be obtained by minimizing
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(Y =XBIVI(Y -XB)= Ve
and it gives the estimator as

B =(xVIx ) vty e (37)
This GLS estimator is unbiased with Covariance matrix

elp - g5 - 5] = (xv X )"
It is possible to derive a matrix P such as

PY =P'XB+P' €. ... (3.8)
A simpler alternative is to rewrite the model (3.1) or (3.2) as

Y ' =X"B+Z'n+u ... (3.9)

Where

n=1uo and

Y =Y, +5Y,, Y;=0

X, =X+ X}, X,=0 .... (3.10)
2, =62, Z,=-1

The minimization of ul u with respect to J,fandn is the same as the minimization of

€'V e with respect tos and .
Estimation of &

Generally O is unknown. It can be estimated by using sample autocorrelation

coefficient, which is given by

. (3.11)

Where e: is the tthelement of the Internallystudentized residual vector.
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We have

* et
g =——— ... (3.12)

61—V,

Where e is the tth element of the OLS residual vector

e=Y-XB=MY=Me, M=I-X(XX)'X

6% = . (3.13)

We have,

Cov(e, e, ,) o
- = - from(5.6.3 ... (3.
Var(e,) 1+ 52 [+ from(5.6.3)] (3.14)

Substituting p for pin (3.14) yields

5___9
P s?
or PO’ +5+p=0 ... (3.15)

Solving (3.15) for O gives an estimator for 0 as

A 1++/1-4p2
P o/ A 15| <05 ... (3.16)
2p
§=-1 ifp=05 . (3.17)
5=1if p<-05 . (3.18)

If X does not contained lagged dependent Variable, then p and S will be consistent

estimates of p and & respectively.

The estimator & is meaningful if | ,15| <0.5.Since, p lies anywhere between -1 and 1,

the condition | [)| < 0.5 is not small sample properties of S given in (3.16).
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An alternative estimator for 0 has been proposed according to a method suggested

by ullah, Vinod and Singh (1986).

Rewrite the matrix V in (3.4) as

V={+5)-5G=0+5%)(1+pG) p=-—21 s (3.19)
1+6
0 1 0 . 0 0]
101 .00
10 .00
Where G.= ... (3.20)
000 1
00 0 10

Now, one can write

2
1 a?(MVM)
E[ee ]_O':(M +pMGM), O'e2 :az(1+52)} o 820

By collecting the (t, t+1)th, t=1,2, ...... , n-1, off diagonal elements on both sides of (3.21)

and writing them in a column vector, one can obtain

€,
E{—z}zzl+p Z, ... (3.22)
(o}

€

€,
Or ?—lep22+7 ... (3.23)

€

Where y is a (n —1)><1 vector such that

E(y)=0and

R RS- ... (3.24)
Here, € =€

Z = (mlz, My , mnflyn)
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Z, =(Z13 Zygrn Z 1)

and, Zt,t+1, M, t+1

and e are respectively
the ('[, t—l—l)th element of MGM, M and ee! .

One can estimate p unbiasedly by fitting equation (3.23) and it is given by

€

- G (e
p=(2\z,) 'Z'{?—le ..... (3.25)

This estimator is like C.R.Rao’s Minimum Quadratic unbiased estimator (MINQUE).

Generally, 5‘62 can be replaced with its consistent estimator

|
~ ee
0'62 = —and rewrite the equation (3.23) as
n
Z=pZ,+y, ... (3.26)
e*
Where YA :(,,—Z—Zl] and p=—%
< +
Now, the MINQUE for p is given by
5=(2z,)'2}z 3.27
Yo 2Ly ) Ly Z. ... (3.27)

It can shown that ,5 is asymptotically unbiased estimator. Thus an estimator for & can be

obtained from (3.16) as

5 —1+,/1-4p2

25 : if |p|<0.5 .o (3.28)

Now, g can be used in (3.4), (3.9) and (3.10) and hence obtain an estimator for f# as ﬁ*.

A nonlinear least squares estimator for 0 say 0 can be obtained by minimizing

Py =lz-go2.]lz~o(o)z.] (229

With respect to O .
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1)
Where g (5) = —m

Iv. Estimation Of Parameters Of The First Order Moving Average Regression Model

With Box And Cox Transformation:

Consider this Box and Cox first order moving average disturbances regression model

with transformation for dependent variable as

(4)
You = X Boat En el (4.1)
or v =Xlgre, t=1,2 0y .. (4.2)
and €=U,—-0U,, .. (4.3)
such that E[e]=0 and E[E e|]=02V
Where
1462 -6 0 ... 0 0 |
-5 1+06%* -6 0 0
0 -5 1+62 0 0
V= . (4.4)
0 0 0 1+62 -6
0 0 0 -85 1+67%]

The logarithmic likelihood function is given by

InL(2,8,8,6%Y,X)= —2In(2H02)+%In(l— (1+5;)2 J— 261;2 (Y& —xgIV A —XB)+InJ.

... (4.5)

Where J is the Jacobian of the transformation on the dependent variable, which is

given by

n

= HYIH rr (4.6)

t=1

J =‘5th
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Maximizing (4.5) with respect to f and ¢ given both A= ﬂl and 0 =0, one can obtain

the Maximum likelihood estimators for £ and o’ as

A28 ) =[x x| [ 0] 8

And
A A = | =~ A A =
g sad)
&2(/11,5)= ... (4.8)
n
respectively.
146 -6 0 0 0
-5 1+6° -5 0 0
0 -6 1+45° 0 0
Here \7 = ... (4.9)
0 0 0 1462 -6
0 0 0 —5 1+67]

This estimator 5 can be used in (3.4), (3.9) and (3.10) and hence obtain an estimator for
[ as E*.

~

It can be shown that ﬁ =- =— will always lies between -0.5 and 0.5.

1+6°2
V. Conclusions:

In the present research article,the linear regression model with box and cox
transformation has been first specified and the parameters have been estimated by using
the method of the Maximum likelihood estimation, secondly,the linear regression model
with the first order moving average disturbances has been specified and its parameters
have been estimated by using internally studentized residuals.Finally by combining these
two specifications a new estimation method suggested for the Box and Cox first order

moving average disturbances regression model with transformation for dependent variable.
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