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ABSTRACT

In the noisy environment there is presence of background acoustic noise 
such as noise produced by vehicle engine inside a vehicle. Also there is 
utmost requirement to ensure negligible noise components in the recorded 
speech signal. Due to this speech communication or recording is greatly 
affected. 

One possible way to overcome this problem or satisfy a requirement 
to obtain a better recording of the desired signal is the use of a simple noise 
canceller. [6]

To fulfill this requirement generally adaptive algorithms are used 
which converge rapidly. There are two best choice as adaptive filtering i.e. 
recursive least squares (RLS) algorithm & normalized least mean squares 
(NLMS) algorithm. Unfortunately this algorithm has high computational 
complexity, stability & poor adaptive rate problems respectively.

Proposed algorithm is based on adaptive filtering with averaging 
(AFA) used for noise cancellation. The main advantages of AFA algorithm 
could be summarized as follows. It has low computational complexity at 
the same time high convergence rate comparable to that of the RLS 
algorithm and possible robustness in fixed-point implementations. The 
algorithm is illustrated on car and office noise added to speech data. [1]
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Removal of noises from 
respiratory signal is a classical 
problem. In recent years, adaptive 
filtering has become one of the 
effective and popular approaches 
for the processing and analysis of 
the  resp i ra tory  and o ther  
biomedical signals. Adaptive filters 
permit to detect time varying 
potentials and to track the dynamic 
variations of the signals. [8] 
An adaptive filter is defined as a 
self-designing system that relies for 
its operation on a recursive 
algorithm, which makes it possible 
f o r  t h e  f i l t e r  t o  p e r f o r m  
satisfactorily in an environment 
where knowledge of the relevant 
statistics is not available [4]. The 
purpose of this contribution is to 
study the application of a new 

algorithm based on adaptive 
filtering with averaging in noise 
cancellation problem. It is well 
known that two of most frequently 
applied algorithms for noise 
cancellation are normalized least 
mean squares (NLMS) and 
recursive least squares (RLS) 
algorithms. Considering the two 
algorithms, it is obvious that NLMS 
algorithm has the advantage of low 
computational complexity. On the 
contrary, the high computational 
complexity is the weakest point of 
RLS algorithm but it provides a fast 
adaptation rate. Thus, it is clear 
that the choice of the adaptive 
algorithm to be applied is always a 
tradeoff between computational 
complexity and fast convergence. 
[1]

In the present work we 
propose a new adaptive algorithm 
with averaging applied for noise 
cancellation. The conducted 
extensive experiments with 
different types of noise reveal its 
robustness maintaining fast 
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convergence and at the same time 
keeping the computational complexity at 
a low level.

A. Adaptive system?
A system is said to be adaptive 

when it tries to adjust its parameters with 
the help of meeting some well-defined 
goal or target that depends upon the state 
of the system and its surroundings. So 
the system adjusts itself so as to respond 
to some phenomenon that is taking place 
in its surroundings. [8]

B. Adaptive filtering
Discrete-time (or digital) filters 

are ubiquitous in todays signal 
processing applications. Filters are used 
t o  a c h i e v e  d e s i r e d  s p e c t r a l  
characteristics of a signal, to reject 
unwanted signals, like noise or 
interferers, to reduce the bit rate in signal 
transmission, etc. The notion of making 
filters adaptive, i.e., to alter parameters 
(coefficients) of a filter according to some 
algorithm, tackles the problems that we 
might not in advance know, e.g., the 
characteristics of the signal, or of the 
unwanted signal, or of a systems 
influence on the signal that we like to 
compensate. Adaptive filters can adjust 
to unknown environment, and even track 
signal or system characteristics varying 
over time. [7] 

C. Adaptive noise cancellation
Fig. 2.1 shows the classical 

scheme for adaptive noise cancellation 
using digital filter with finite impulse 
response (FIR). The primary input 
consists of speech s(n) and noise n (n) 2

while the reference input consists of noise 
n (n) alone. The two noises n (n) and n (n) 1 1 2

are correlated and hi(n) is the impulse 
response of the noise path. The system 
tries to reduce the impact of the noise in 
the primary input exploring the 
correlation between the two noise signals. 
This is equivalent to the minimization of 

2the mean-square error E [e  (n)] where 
e (n) = s (n) + n  (n) – n  (n)2 3

Hav ing  in  mind  that  by  
assumption, s(n) is correlated neither 
with n (n) nor with n (n) we have 2 1

2 2 2E [e  (n)] = E[s (n)] + E[n (n) – n (n)]       2 3

In other words the minimization 
2of E [e (n)] is equivalent to the 

minimization of the difference between n  2
2(n) and n  (n). Obviously E [e  (n)] will be 3

II. ADAPTIVE FILTERING 

minimal when n  (n) ≈ n  (n) i.e. when the 3 2

impulse response of the adaptive filters 
closely mimics the impulse response of 
the noise path. The minimization of 

2e[e (n)] can be achieved by updating the 
filter taps w (n). [1]i

Figure-2.1: Adaptive noise cancellation 
scheme

A.Noise Cancelation using NLMS 
algorithm

One of the primary disadvantages 
of the LMS algorithm is having a fixed 
step size parameter for every iteration. 
This requires an understanding of the 
statistics of the input signal prior to 
commencing the adaptive filtering 
operation. In practice this is rarely 
achievable. Even if we assume the only 
signal to be input to the adaptive echo 
cancellation system is speech, there are 
still many factors such as signal input 
power and amplitude which will affect its 
performance[15]. 

The normalized least mean 
square algorithm (NLMS) is an extension 
of the LMS algorithm which bypasses this 
issue by calculating maximum step size 
value. Each iterations of the NLMS 
algorithm require these steps in the 
following order:

Mathematical solution for each step is 
given bellow:

III. NOISE CANCELATION 
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1) Noise estimation is calculated for N-
Filter order using:

      n3=

2)Error estimation can be calculated 
using:

e(n)=s(n)+n (n)- n  (n)2 3

3) Coefficients update for NLMS is given 
by: 

For 0 ≤ i ≤ N

B. Noise Cancelation using RLS algorithm:
The Recursive least squares (RLS) 

 is an  which 
recursively finds the filter coefficients 
that minimize a weighted 

  relating to the 
input signals. This is in contrast to other 
algorithms such as the 

 (LMS) that aim to reduce the 
. In the derivation of 

the RLS, the input signals are considered 
, while for the LMS and 

similar algorithm they are considered 
. Compared to most of its 

competitors, the RLS exhibits extremely 
fast convergence. However, this benefit 
comes at the cost of high computational 
complexity, also Compared to 

, recursive least 
squares (RLS) algorithms have a faster 

 and do not exhibit the 
 problem. However, 

RLS algorithms involve more complicated 
mathematical operations and require 
more  than LMS algorithms. Each 
iterations of the RLS algorithm require 
these steps in the following order:

adaptive filter algorithm

linear least 
squares cost function

least mean 
squares
mean square error

deterministic

stochastic

least mean 
squares (LMS) algorithms

convergence speed
eigen value spread

Mathematical solution for each step is 
given bellow:

1) Noise estimation is calculated for N-
Filter order using

            n =3

2) Error estimation can be calculated 
using:

e(n)=s(n)+n2(n-d)- n3 (n)

3) Covariance update for RLS is given by: 

4) Gain update for RLS is given by: 

5) Coefficient update for RLS is given by:
w = w (n-1) + k  (n)e(n) i i

For 0 ≤ i ≤ N
0<ä<1 P (0) = áI á large

C. Noise Cancelation using averaging 
algorithm

 As mentioned in the introduction, 
for  appl icat ion where the fast  
convergence rate is vital, NLMS algorithm 
is not applicable. The more complex RLS 
algorithm maintains a good rate of 
adaptation but the prize to be paid is an 
order-o f -magni tude increase  in  
complexity. Moreover RLS algorithm is 
known to have stability issues due to the 
recursive covariance update formula. In 
this section we introduce a new adaptive 
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algorithm applied for noise cancellation 
based on adaptive filtering with 
averaging. We start with defining the 
problem in the following manner. To 
recursively adjust the filter coefficients, 
so that the mean-square error is 
minimized, a standard algorithm for 
approximating the vector of filter 
coefficients can be written as

W (n+1) = W (n) – a (n) N1(n)e(n)        (1)
Where

W (n) = [w0 (n), w1 (n)… wN (n)] 
T is the coefficients vector,
N (n) = [n (n), n1(n-1),…, n1(n-N)]T is 1 1

the input vector and a(n) is a sequence 

of positive scalars as a(n)→0 for n→∞
In (1) the estimation error can be given 
by
e(n) = s(n) + n2(n) - N1
          T (n) w(n)                         (2)

The equation (1) could be 
transformed through taking the averages 
of W:

In order to improve the stability we 
undergo the second step, namely to 
a v e r a g e  n o t  o n l y  t r o u g h  t h e  
approximation sequence but also 
through the observed signals N1 and e.[1] 
This leads us to an adaptive algorithm 
with averaging (AFA):

Each iterations of the AFA algorithm 
requires following steps in order given 
bellow:

                           

Mathematical solution for each step is 
given bellow:
1) Noise estimation is calculated for N-
Filter order using:

2) Error estimation can be calculated 
using:
         e (n)=s(n)+n2(n)- n3 (n)

5) Coefficient update for AFA is given by

In many applications of noise 
cancellation the changes in signal 
characteristics could be quite fast. This 
requires the utilization of adaptive 
algorithms, which converge rapidly. From 
this point of view here we try to work on 
AFA algorithm for the expected 
performance of averaging in noise 
cancellation problem in the scenario 
where to achieve a high convergence rate 
in order to meet the requirements 
imposed by applications where the 
changes in signal characteristics could be 
quite rapidly. According to this aspect 
AFA algorithm is very promising & 
significantly useful because of their high 
adaptation rate, comparable to that of the 
RLS algorithm & low computational 
complexity and possible robustness in 
fixed-point implementations. [1]

In experimental analysis we take 
into account a speech signal (world 
“ssgb”) corrupted with noise of some db 
SNR using RLS, NLMS & AFA (proposed) 
algorithm. 
     According to [1] RLS and AFA have 

IV. DISCUSSION REGARDING 
PROPOSED WORK
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good parameters than NLMS. But for the 
computational complexity and stability 
point of view it is expected that AFA 
(proposed) algorithm gives better 
results/performance than RLS algorithm 
by our upcoming experimental work.

  Adaptive filtering for noise 
cancellation is an extensive research 
work hence adaptive filtering is a wide 
area of researcher in present in the field of 
communication because in many 
applications of noise cancellation the 
changes in signal characteristics could be 
quite fast. This requires the utilization of 
adaptive algorithms, which converge 
rapidly.

The main goal of this revive paper 
is to investigate the application of an 
algorithm based on adaptive filtering with 
averaging in noise cancellation problem 
in todays many application regarding the 
computational complexity and stability 
point of view. Here the main concern is to 
achieve a high convergence rate in order 
to meet the requirements imposed by 
applications where the changes in signal 
characteristics could be quite rapid. In 
this aspect the expected results show the 
AFA algorithm is very promising & 
efficient than others existing. Its main 
advantages have high adaptation rate, 
low computational complexity and 
possible robustness in fixed-point 
implementations. The method is 
app l i cab le  f o r  produc ing  good  
expe r imenta l  r e su l t s  in  no i s e  
cancellation using the concept of 
adaptive filtering.
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